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News Reading: Search Engine
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George Bush Senior voted for Hillary Clinton in 2016 US ...
Financial Express - 22 hours ago

Former US president George HW Bush voted for Hillary Clinton in the 2016
election and called Donald Trump a "blowhard" who was driven by ...
George Bush Sr reveals he voted for Hillary Clinton over 'blowhard ...

ABC Online - 19 hours ago

Bush 41 calls Trump a 'blowhard'; White House strikes back
Highly Cited - CNN - 4 Nov 2017

George Bush Sr calls Trump a 'blowhard’ and voted for Clinton
International - BBC News - 4 Nov 2017

White House attacks Bush presidents’ legacies after reports they ...
In-Depth - Stuff.co.nz - 9 hours ago

White House attacks legacies of both Bush presidents after reports ...
International - Washington Post - 4 Nov 2017

“' ' % : b @

BBC News ABC Online Stuff.conz  Washington P... dNN RTE.ie

View all

Donna Brazile tells critics of Hillary Clinton revelations to 'go to hell’

The Guardian - 5 hours ago

Donna Brazile tells critics of Hillary Clinton revelations to 'go to hell’ ... could “go to
hell”, and insisted she would tell her story of the 2016 election. ... “Because this is a
story of a young girl who started in American politics at the .... the popular vote
against Trump, losing the presidency in the electoral college.

Ex-Democratic leader who mulled dropping Hillary Clinton spurns ...
The Straits Times - 5 hours ago

Hillary Clinton 'rigged' presidential nomination process, prominent ...
The Indenandeant - 2 Nov 2017




SEEAR | nmu sue zmi

Ra Wm Bf AP

Disadvantages of existing systems
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Event: something revolve around one or a group of specific persons (or
entities) and happen at certain place during specific time .

Examples: Trump becomes a candidate, The first game between Kejie and
AlphaGo

Story: multiple events that interdependent and evolve by time form a

story.
Examples: 2016 U.S. Presidential Election, Kejie VS AlphaGo



Event: something revolve around one or a group of specific persons (or
entities) and happen at certain place during specific time .

Examples: Trump becomes a candidate, The first game between Kejie and
AlphaGo

Story: multiple events that interdependent and evolve by time form a

story.
Examples: 2016 U.S. Presidential Election, Kejie VS AlphaGo

The smallest granularity of memory: event
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Detect events automatically

from massive news articles
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Trees denotes stories,

nodes denotes events

Edges in the tree denotes

events evolving relationship

11



Story Forest System Overview

Community 1 Community 2 Event 1 0

Tr Event 2

T|me

1. Document filtering 1. Construct keyword 1. Cluster by keyword
2. Word segmentation graph sub-graphs

@ Document

@ Event

____________________

1. Find the story to 1. Merge same events
which each event 2. Update story tree
belongs structure with new

2. Add events to events
existing stories, or
create new stories

3. Keyword extraction 2. Community 2. Doc-pair relation
detection classification
3. Filtering out small 3. Cluster by
sub-graphs document graphs

Bang Liu, Di Niu, Kunfeng Lai, Linglong Kong, Yu Xu. “Growing Story Forest
Online from Massive Breaking News,” in CIKM 2017 .

12



Preprocessing

1. Document filtering
2. Word segmentation
3. Keyword extraction

Table 1: Features for the classifier to extract keywords.

Type

Features

Word feature Named entity or not, location name or not,

contains angle brackets or not.

Structural feature TFIDF, whether appear in title, first occur-

rence position in document, average occur-
rence position in document, distance be-
tween first and last occurrence positions,
average distance between word adjacent oc-
currences, percentage of sentences that con-
tains the word, TextRank score.

Semantic feature @ LDA

Input

Features

13

Gradient Boosting;> Logistic —>

Decision Tree Regression Yes/No




Keyword Graph

Community 1 Community 2

TT

1. Construct keyword
graph

2. Community
detection

3. Filtering out small Figure from: Yukio Ohsawa, Nels E Benson, and Masahiko Yachida. 1998.

sub-graphs KeyGraph: Automatic indexing by co-occurrence graph based on building construction
metaphor. In Research and Technology Advances in Digital Libraries, 1998. ADL 98.
Proceedings. IEEE International Forum on. IEEE, 12—-18.
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Event 1 Event 2

Cluster Events

1. Cluster by keyword

sub-graphs

2. Doc-pair relation
classification

3. Cluster by
document graphs
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- Cluster by Keyword Graph.

- Extract doc-pair features: title

similarity measures, content
similarity measures, news
category, ...

- Train an SVM classifier: input

two documents features, output if
they belong to same event or not.

- Community detection on

Document Graph



A. Original sentences

Sentence A: The little Jerry is being chased by Tom in the big yard.

Sentence B: The blue cat is catching the brown mouse in the forecourt.

B. Sentence Factorization Tree

AMR Purification
(a1)
chase (0)
— Tom (0.0)
—— Jerry (0.1)
— little (0.1.0)
— vyard (0.2)
— big (0.2.0)
(b1)
catch (0)
—— cat (0.0)
I_ blue (0.0.0)
— mouse (0.1)
|_ brown (0.1.0)

forecourt (0.2)

Index Mapping
(a2)
ROQT (0)
—— chase (0.0)
—— Tom (0.1)

— Jerry (0.2)

little (0.2.1)
_vard (0.3)

L big (0.3.1)

(b2)
ROOQOT (0)
—— catch (0.0)

— cat (0.1)

— blue (0.1.1)
—— mouse (0.2)

__ brown (0.2.1)
—— forecourt (0.3)

Node Completion
(a3)
ROQT (0)
—— chase (0.0)

|— chase (0.0.0)

—— Tom (0.1)

|—Tom (0.1.0)

—Jerry (0.2)

— Jerry (0.2.0)
— little (0.2.1)
vyard (0.3)

- vyard (0.3.0)

—— big (0.3.1)

(b3)
ROOT (0)

—— catch (0.0)
|— catch (0.0.0)
—— cat (0.1)

. cat (0.1.0)
 blue (0.1.1)

—— mouse (0.2)

—— brown (0.2.1)

—— forecourt (0.3)

L mouse (0.2.0)

Node Traversal
(a4)

chase Tom Jerry little yard big (0)

—— chase (0.0)

|— chase (0.0.0)

—— Tom (0.1)

|—Tom (0.1.0)

—— Jerry little (0.2)

— Jerry (0.2.0)

— little (0.2.1)
yard big (0.3)

- vyard (0.3.0)

—— big (0.3.1)

(b4)

catch cat blue mouse brown forecourt (0)

|— forecourt (0.3.0)
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—— catch (0.0)
|— catch (0.0.0)
——— cat blue(0.1)

. cat (0.1.0)
 blue (0.1.1)

—— mouse brown (0.2)

L mouse (0.2.0)
—— brown (0.2.1)

—— forecourt (0.3)

|— forecourt (0.3.0)

Bang Liu, Ting Zhang, Fred X. Han,
Di Niu, Kunfeng Lai and Yu Xu.
“Matching Natural Language
Sentences with

Hierarchical Sentence
Factorization,”

in WWW 2018.

D. Semantic units alignments
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Figure 5: Extend the Siamese network architecture for sentence matching by feeding into the multi-scale representations of
sentence pairs.

Open Source: https://github.com/Bangliu/SentenceMatching

Bang Liu, Ting Zhang, Fred X. Han, Di Niu, Kunfeng Lai and Yu Xu.
"*Matching Natural Language Sentences with Hierarchical Sentence Factorization,” in WWW 2018.
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https://github.com/BangLiu/SentenceMatching
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A graphical approach to long document matching —— Concept Interaction Graph

Text: Concept Interaction Graph:

[ 1] Rick asks Morty to travel with him 1, 2] [5, 6]
1n the universe. _

[2] Morty doesn't want to go as Rick always I\?cljcr!c( Rick
brings him dangerous experiences. y Summer

[3] However, the destination of this journey
1s the Candy Planet, which 1s an fascinating
place that attracts Morty.
4] The planet 1s full of delicious candies.
Summer wishes to travel with Rick.
6] However, Rick doesn't like to travel
with Summer.

Morty
Candy

Planet 3, 4]

o

On arXiv and under submission
arXiv:1802.07459

Matching Long Text Documents via Graph Convolutional Networks
Bang Liu, Ting Zhang, Di Niu, Jinghong Lir21(5 Kunfeng Lai, Yu Xu



Vertex Encode each vertex

Feature in the input graph GCN Layer GCN Layer Aggregate Layer Merge Layer
] RERERARE _
EEEEEEEE 0 Regression
A re ation La er (111111 (11111 (11111 (IIITTTT] E MatCh
99reg y C Result
i h — — e Doc 1 Doc2
A ? — Manually Extracted
D A =
Sentences 1 Sentences 2
(@) Siamese Architecture for Text Pair (b) Architecture of Siamese Encoded Graph Convolutional Network for Long Text Pair Matching

Encoding on Each Vertex

A graphical approach to long document matching —— Graph Convolutional Network

Matching Long Text Documents via Graph Convolutional Networks
Bang Liu, Ting Zhang, Di Niu, Jinghong Lin, Kunfeng Lai, Yu Xu
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Table 2: Accuracy and F1-score results of different algo-
rithms on CNSE dataset.

Algorithm Dev Test
Accuracy Fl-score | Accuracy Fl-score
ARC-I 0.5308 0.4898 0.5384 0.4868
ARC-II 0.5488 0.3833 0.5437 0.3677
DUET 0.5625 0.5237 0.5563 0.5194
DSSM 0.5837 0.6457 0.5808 0.6468
C-DSSM 0.5895 0.4741 0.6017 0.4857
MatchPyramid 0.6560 0.5299 0.6636 0.5401
SVM 0.7566 0.7299 0.7581 0.7361
SE-GCN 0.7800 0.7785 0.7901 0.7893

A graphical approach to long document matching —— Graph Convolutional Network

Matching Long Text Documents via Graph Convolutional Networks
Bang Liu, Ting Zhang, Di Niu, Jinghong Lin, Kunfeng Lai, Yu Xu
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Story: multiple events that are
iInterdependent and evolve over
time form a story.

Cluster Stories

1. Find the story to
which each event
belongs

2. Add events to
existing stories, or
create new stories
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Grow Story Forest or ,é

1. Merge same events é/

2. Update story tree Merge Extend Insert
structure with new

events

Choose the best position in the tree
to insert a new event node

24



LDA-+Affinity Propagation:
extract 1000 dimensional LDA
feature, clustering by Affinity
Propagation.

KeyGraph: the original
KeyGraph algorithm proposed in
[1], which doesn’t include the
second step In our approach.

StoryForest: our approach.

Table 2: Comparing different event clustering methods.

Algorithm Homogeneity Completeness V-measure
Our approach 0.960 0.965 0.962
KeyGraph 0.554 0.989 0.710
LDA + AP 0.620 0.947 0.749

Bang Liu, Di Niu, Kunfeng Lai, Linglong Kong,
Yu Xu. “Growing Story Forest Online from
Massive Breaking News,” in CIKM 2017.
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. Flat Cluster: cluster by stories, no
structure.

O
it ef
6 6

(a) Flat structure (b) Timeline structure (c) Graph structure (d) Tree structure

Story Timeline: organizes events
linearly by time.

. Story Graph: calculates a

connection strength for each pair Table 3: Comparing different story structure generation al-
of events and connect the pair if gorithms.

the score exceeds a threshold.

Tree  Flat Thread Timeline Graph

Event Threading: appends each

| e | Correct edges 82.8% 73.7% 66.8%  58.3% 32.9%
event to its most similar earlier Consistent paths  77.4% - 50.1% 29 9% _
event. Similarity measured by TF- Best structure 187 88 84 52 19

IDF-.

(from the CIKM 2017 paper)
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Deployed in Tencent QQ browser

The hot topic list
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