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Complex networks are large networks encountered in practice that seem to lack
any apparent structure. Typical complex networks include internet topologies,
web graphs, peer-to-peer networks, social networks (cooperation between peo-
ple, economical exchanges, friendships, and others), biological networks (pro-
tein/gene interactions, brain, food webs), linguistic networks (co-occurrence
graphs, synonyms), and many more. Precisely defining a complex network is
a tricky proposition since it is hard to set up a definition that is broad enough
to capture the above examples, yet restrictive enough to make mathematical
sense.

Notice that the above networks are very different in nature. Some are sub-
mitted to physical constraints (e.g., the internet or the brain) while others
are purely virtual (e.g., social friendship networks); some come from natural
sciences (e.g., biological networks) and others arise from technology (e.g., the
internet); some are explicitly optimized with a notion of efficiency (e.g., eco-
nomic networks or the internet) while others are not (e.g., the web). All these
networks, however, have several properties in common [56]. In particular, they
have

• low global density—the number of links grows roughly linearly with the
number of nodes, leading to a constant average degree;
• low average distance, typically logarithmic or sub-logarithmic in the number

of nodes;
• heavy-tailed degree distributions, often modeled by power laws, Zipf, or

log-normal distributions;
• high local density—the probability that two neighbors of any nodes are

themselves connected (i.e., the clustering coefficient) is large compared to
the global density.
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The study of real-world complex networks emerged as an active area of re-
search in the late nineties and has continued to be so ever since.

As evident from the examples, the study of complex networks is multi-disciplinary
by nature. The tools to study these networks come from various disciplines
as well: combinatorics and graphy theory, computer science, and statistical
physics. Computer science, in particular theoretical computer science, has
recently focused a lot of attention to try to understand and analyze these
networks, especially so since many real-world complex networks are of prime
importance in computer science. But computer science’s interest in complex
networks is not just because of the objects that they represent. More im-
portantly, problems underlying the study of complex networks, irrespective
of computing considerations, fit in two important areas of computer science
research: graph algorithms and networking.

We identify five primary research topics in complex networks. Our classifica-
tion is only suggestive and by no means exhaustive/exclusive; it is natural
that many problems can be assigned to more than one topic.

Measurement.

Most real-world complex networks, like those we stated earlier, are not di-
rectly accessible. In many cases, one has only a limited and often expensive
access to the underlying network; the measurement method used to access the
network highly depends on the actual network itself. For instance, in case of
the world-wide web, we can easily obtain the outlinks of a given node (since
they are the hyperlinks on a given page), while the inlinks are much harder
to obtain. Another example is the case of the internet, where the main ac-
cess mechanism is the traceroute tool, which provides (mostly, the shortest)
path from a source to a destination [9,23,15,50,52]. In protein networks, one
generally obtains all the links of some chosen nodes, but not all [53]. In short,
these measurement procedures are intricate and rely on a precise knowledge
of the underlying network.

Going further, in most cases, the obtained view of the network is not only
partial, but also biased by the actual measurement. For instance, if we explore
the internet using the traceroute tool from one machine, we will obtain
a tree-like structure; using this infer global properties of the internet can be
misleading. The impact of measurement procedures on the observed properties
has been studied in [29,16,1,34,28,46,48,49].

Much work has been done to design measurement methods for various complex
networks of interest; see for instance [39,33,11,23,53]. These methods are in
general designed to collect as much data as possible and they do not address
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the quality of the data. It is important to design measurement procedures with
provable guarantees on the quality of the measurement. The development of
accurate, efficient, and rigorous measurement methods are interesting research
topics.

Analysis.

Given a large graph obtained by measuring a real-world complex network, we
often want to extract interesting information from it. This is the goal of the
analysis of complex networks.

To achieve this goal, we generally consider statistical properties of the network.
Basic properties include size, density, average distance, degree distributions,
and clustering coefficient. Beyond this, we can study correlations between in
and out degrees, correlations between degree and clustering coefficient, be-
tweenness centrality of nodes and links, connectivity structures, community
structures, and so on.

These properties not only help us compare two complex networks but also
validate theoretical models. Besides shedding light on the global structure of
the network, they also identify portions of the network that may play partic-
ular and interesting roles. For instance, in social networks, the betweenness
centrality of links (number of shortest paths in the graph that use the given
link) reveals bridges between communities.

There are several papers that deal with complex network analysis. Most of
them are case studies, see for instance [8,33,22,42,31,56,32,24,25]. Papers that
discuss general analytic tools and methods include [41,56,4]. For surveys of
complex network analysis, see [55,51,2,43,18,17].

We note that a lot of work until now have dealt with classical undirected
graphs. Most real-world complex networks, however, are more complicated.
They can be directed or weighted or heterogeneous (nodes and/or links are of
several kinds), or hybrid (several networks defined on a same set of nodes). It
is important to develop rigorous tools to analyze these graphs as well. Some
preliminary work in this direction include [5,35,36]; much remains to be done,
however.

Modeling.

The aim of modeling is to capture salient properties of the network in an
analyzable framework. An important use of such a model would be to generate
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synthetic networks that resemble real-world counterparts but with different
parameters (e.g., size); this is crucial for simulation studies. Models can also
be used to predict the evolutionary behavior of the network. Models come in
handy in the design of efficient algorithms that can exploit critical properties
of the network. Last but not least, capturing a complex network through a
simple model is an important step in understanding the network.

Two main approaches have been developed to model complex networks. The
first is to sample a graph uniformly at random from the set of all graphs with
given properties [21,7,6,40,41]. For instance, a well-studied class of random
graphs are those generated by the Erdös–Rényi Gn,p random graph model
[21,7]; the parameters of the model are the size n and the global density
p. Even if these parameters are set to match those of real-world complex
networks, graphs generated by this model possess Poisson degree distribution
and a vanishing clustering coefficient [7]. This clearly suggests that complex
networks cannot be modeled by Gn,p random graphs.

An alternate random graph model, called the configuration model, chooses a
graph uniformly at random from all graphs with a prescribed degree distribu-
tion [6,40,41]; the degree distribution, which is the parameter of this model,
can be set to match practical observations. While the average distance grows
sub-logarithmically with the size of the graph [37,14,19], the clustering coeffi-
cient is still very low [41].

The second approach is to use a generative model to describe complex net-
works. A typical example is the preferential attachment model [4]: nodes arrive
one by one, and link themselves to a pre-existing node with probability pro-
portional to the degree of the latter. This “rich get richer” principle can be
analytically shown to induce power-law degree distributions. These generative
models are intuitively convincing but are often harder to analyze.

Much work needs to be done in the modeling of complex networks. For in-
stance, there is currently no consensus on a model that would produce graphs
with given density, degree distributions, and clustering coefficient [18,27,26].

Algorithms.

As we saw earlier, complex networks enjoy many properties in common. This
entails the possibility of developing dedicated algorithms that can exploit these
properties. There is a growing need for such algorithms and this is because of
two reasons. First, these networks are central to many practical applications,
such as internet routing, search engines, and bioinformatics. Second, they are
very large in size, ranging from several hundreds of thousands to billions of
nodes, thereby making most classical algorithms less appealing. Notice that
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the memory representation and storage of these graphs is a challenge in itself.
Indeed, in many cases, their sheer size makes it impossible to store them in
main memory.

The development of algorithms dedicated to large real-world complex net-
works is fairly preliminary [54,20,25,44,47]. This constitutes a very rich and
promising area of investigation, especially in theoretical computer science.

Phenomena.

While we have been focusing on complex networks from a topological point
of view, we should keep in mind that they can support a variety of important
phenomena that can occur in practice. We give two examples. Consider a
scenario where the connectivity of a network is compromised by an adversarial
removal of nodes. This resilience and robustness question has been studied
in [38,3,10,12,13,30]. Consider a diffusion process where an infection spreads
through the network and at a given time step, a node can be infected based on
its “state” and that of its neighbors; This occurs in epidemiology, marketing,
and information sciences. This has been studied in [45,57,58].

While analysis and modeling of complex networks (and phenomena occurring
on them) have received quite a lot of attention, measurement and algorithms
are relatively less studied topics. The papers in this special issue address these
two topics. The first one deals with measurement:

• Exploring networks with traceroute-like probes: theory and simulations, by
Luca Dall’Asta, Ignacio Alavrez-Hamelin, Alain Barrat, Alexei Vazquez and
Alessandro Vespignani

The others, listed below, deal with algorithms:

• Broadcasting in unstructured peer-to-peer overlay networks, by Fred An-
nexstein, Kenneth Berman and Mijhalo Jovanovic
• Efficiently covering complex networks with cliques of similar vertices, by

Michael Behrisch and Anusch Taraz
• Scalable percolation search on complex networks, by Nima Sarshar, Oscar

Boykin and Vwani Roychowdhury
• D2B: a de Bruijn based content-addressable network, by Pierre Fraigniaud

and Philippe Gauron
• Local heuristics and the emergence of spanning subgraphs in complex net-

works, by Alexandre O. Stauffer and Valmir C. Barbosa
• Could any graph be turned into a small-world?, by Philippe Duchon, Nicolas

Hanusse, Emmanuelle Lebhar and Nicolas Schabanel
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We received 27 papers for this special issue, out of which we chose 7. We thank
all the authors who submitted their papers. We also thank the reviewers for
the excellent work in evaluating the submissions.
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